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McClure JP Jr, Polack PO. Pure tones modulate the representa-
tion of orientation and direction in the primary visual cortex. J
Neurophysiol 121: 2202–2214, 2019. First published April 10, 2019;
doi:10.1152/jn.00069.2019.—Multimodal sensory integration facili-
tates the generation of a unified and coherent perception of the
environment. It is now well established that unimodal sensory per-
ceptions, such as vision, are improved in multisensory contexts.
Whereas multimodal integration is primarily performed by dedicated
multisensory brain regions such as the association cortices or the
superior colliculus, recent studies have shown that multisensory in-
teractions also occur in primary sensory cortices. In particular, sounds
were shown to modulate the responses of neurons located in layers 2/3
(L2/3) of the mouse primary visual cortex (V1). Yet, the net effect of
sound modulation at the V1 population level remained unclear. In the
present study, we performed two-photon calcium imaging in awake
mice to compare the representation of the orientation and the direction
of drifting gratings by V1 L2/3 neurons in unimodal (visual only) or
multimodal (audiovisual) conditions. We found that sound modula-
tion depended on the tuning properties (orientation and direction
selectivity) and response amplitudes of V1 L2/3 neurons. Sounds
potentiated the responses of neurons that were highly tuned to the
cue’s orientation and direction but weakly active in the unimodal
context, following the principle of inverse effectiveness of multimodal
integration. Moreover, sound suppressed the responses of neurons
untuned for the orientation and/or the direction of the visual cue.
Altogether, sound modulation improved the representation of the
orientation and direction of the visual stimulus in V1 L2/3. Namely,
visual stimuli presented with auditory stimuli recruited a neuronal
population better tuned to the visual stimulus orientation and direction
than when presented alone.

NEW & NOTEWORTHY The primary visual cortex (V1) receives
direct inputs from the primary auditory cortex. Yet, the impact of
sounds on visual processing in V1 remains controverted. We show
that the modulation by pure tones of V1 visual responses depends on
the orientation selectivity, direction selectivity, and response ampli-
tudes of V1 neurons. Hence, audiovisual stimuli recruit a population
of V1 neurons better tuned to the orientation and direction of the
visual stimulus than unimodal visual stimuli.

audiovisual; direction selectivity; orientation selectivity; population
encoding; primary visual cortex

INTRODUCTION

Animals are continuously bombarded with multisensory
information that must be identified and integrated before the
selection, planning, and execution of actions adapted to the
environment. Combining sensory inputs from different mo-
dalities was shown to improve detection (Gleiss and Kayser
2014; Lippert et al. 2007; Odgaard et al. 2004) and discrim-
ination thresholds (Vroomen and de Gelder 2000), as well as
decrease reaction times for object perception in humans
(Gielen et al. 1983; Hershenson 1962; Posner et al. 1976).
Initially, these cross-modal interactions were thought to take
place solely in higher order multisensory cortices such as
the posterior parietal cortex, a region that receives converg-
ing inputs from multiple primary sensory areas and plays an
important role in cross-modal integration (Molholm et al.
2006; Song et al. 2017). Yet, the existence of direct long-
range connections between primary sensory areas in pri-
mates (Cappe and Barone 2005; Falchier et al. 2002; Rock-
land and Ojima 2003) and in mice (Ibrahim et al. 2016;
Iurilli et al. 2012) provided an anatomical substrate for
potential cross-modal interactions at an early stage of sen-
sory processing. Many studies in rodents, as well as in
human and nonhuman primates, have now provided com-
pelling evidence for multimodal interactions between pri-
mary sensory cortices (Driver and Noesselt 2008; Ghazanfar
and Schroeder 2006; Petro et al. 2017). Such evidence
include the modulation of visually evoked event-related
potentials (ERPs) in primary visual cortex (V1) by sound
(Giard and Peronnet 1999), auditory cortical neurons mod-
ulated by visual and somatosensory stimuli (Brosch et al.
2005), and visual information integrated in primary auditory
cortex (A1) (Atilgan et al. 2018).

To determine the nature of cross-modal sensory interactions
at the earliest stages of cortical processing, several laboratories
examined how sounds influence the responses of V1 neurons to
the presentation of oriented visual stimuli (Ibrahim et al. 2016;
Iurilli et al. 2012; Meijer et al. 2017). However, these studies
yielded contradictory results. In one study, whole cell record-
ings performed in anesthetized mice showed that short 50-ms
broadband noise bursts hyperpolarized V1 neurons, reducing
their responses to the presentation of oriented bars (Iurilli et al.
2012). In another study, white noise bursts were found to
significantly enhance the responses of V1 neurons to their
preferred orientation while decreasing their responses to or-
thogonal stimuli (Ibrahim et al. 2016), suggesting that sounds
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improve the representation of orientation in V1. In contrast
with the latter study, the responses of neurons to the presen-
tation of their preferred orientation were found to be either not
modulated or suppressed depending on the nature of the sound
presented simultaneously with the visual stimulus (Meijer et al.
2017).

Given these divergent conclusions, the impact of sounds on
the representation of orientation in V1 remained unclear. To
address this question, we measured the response evoked by
oriented stimuli presented alone (visual only) or paired to a
pure tone (audiovisual context) in thousands of V1 layer 2/3
(L2/3) neurons using calcium imaging in awake mice. This
approach allowed us to test a possible solution for the contra-
dictory results obtained so far, namely, that sounds differen-
tially alter visual responsiveness depending on the cells’ tuning
properties and unimodal response amplitudes. Moreover, the
possibility that sounds affect the direction selectivity of V1
neurons had so far never been assessed. In the present study,
we show that sounds improve the representation of the orien-
tation and the direction of the visual stimulus in V1 L2/3 by
differentially modulating the neurons’ responses as a function
of their orientation and direction tuning properties and re-
sponse amplitudes.

MATERIALS AND METHODS

All the procedures described below were approved by the Institu-
tional Animal Care and Use Committee of Rutgers University, in
agreement with the Guide for the Care and Use of Laboratory
Animals.

Surgery

Head bar implants. Ten minutes after systemic injection of an
analgesic (carprofen, 5 mg/kg body wt), adult (3–6 mo old) male and
female Gad2-IRES-Cre (Jackson stock no. 019022) � Ai9 (Jackson
stock no. 007909) mice were anesthetized with isoflurane (5% induc-
tion, 1.2% maintenance) and placed in a stereotaxic frame. Body
temperature was kept at 37°C using a feedback-controlled heating
pad. Pressure points and incision sites were injected with lidocaine
(2%). Eyes were protected from desiccation with artificial tear oint-
ment (Dechra). Next, the skin covering the skull was incised, and a
custom-made lightweight metal head-bar was glued to the skull using
Vetbond (3M). In addition, a large recording chamber capable of
retaining the water necessary for using a water-immersion objective
was built using dental cement (Ortho-Jet; Lang). Mice recovered from
surgery for 5 days, during which amoxicillin was administered in
drinking water (0.25 mg/ml).

Adeno-associated virus injection. After recovery, mice were anes-
thetized using isoflurane as described above. A circular craniotomy
(diameter: 3 mm) was performed above V1. The adeno-associated
virus vector AAV1.eSyn.GCaMP6f.WPRE.SV40 (UPenn Vector
Core) carrying the gene of the fluorescent calcium sensor
GCaMP6f was injected at three sites 500 �m apart around the
center of V1 [stereotaxic coordinates: �4.0 mm anterior-posterior
(AP), �2.2 mm medial-lateral (ML) from bregma] using a Micro4
microsyringe pump controller (World Precision Instruments) at a
rate of 30 nl/min. Injections started at a depth of 550 �m below the
pial surface, and the tip of the pipette was raised in steps of
100 �m during the injection, up to a depth of 200 �m below the
dura surface. The total volume injected across all depths was
0.7 �l. After removal of the injection pipette, a 3-mm-diameter
coverslip was placed over the dura such that the coverslip fits
entirely in the craniotomy and was flush with the skull surface. The

coverslip was kept in place using Vetbond and dental cement. Mice
were left to recover from the surgery for at least 3 wk to obtain a
satisfactory gene expression.

EEG electrode implants. Adult (3–6 mo old) male and female
C57BL/6 mice were implanted with head bars (see Head bar im-
plants). After recovery from the head bar implant surgery, mice were
anesthetized using isoflurane as described above. Small craniotomies
were performed above V1 (AP: �4.0 mm, ML: �2.2 mm), M1 (AP:
�1.7 mm, ML: �2.0 mm), and A1 (AP: �2.5 mm, ML: �4.5 mm).
Electrodes made of stainless steel wire, isolated by polyester (diam-
eter: 0.125 mm; model FE245840; Goodfellow), and already soldered
to a connector were implanted between the bone and the dura. A
reference was implanted above the cerebellum. Finally, the skull and
wires were covered with dental cement.

Imaging

During the last week of recovery, mice were trained to stay on a
spherical treadmill consisting of a ball floating on a small cushion of
air that allowed for full two-dimensional movement (Dombeck et al.
2007). During three daily 20-min sessions, the mouse head bar was
fixed to a post holding the mouse on the apex of the spherical
treadmill (Fig. 1A). Ball motion was tracked by an infrared (IR)
camera taking pictures of the ball at 30 Hz. Eye motion was monitored
at 15 Hz with the use of a second IR camera imaging the reflection of
the eye on an infrared dichroic mirror. Functional imaging was
performed at 15 frames/s using a resonant scanning two-photon
microscope (Neurolabware) powered by a titanium-sapphire Ultra II
laser (Coherent) set at 910 nm. Scanning mirrors in the Neurolabware
microscope are located in a chamber hermetically sealed, bringing the
scanning hum below the room ambient noise [�59 A-weighted
decibels (dBA)]. The laser beam was focused 200 �m below the
cortical surface using a �16, 0.8-NA Nikon water-immersion objec-
tive. The objective was tilted 30° such that the objective lens was
parallel to the dura surface. Laser power was kept below 70 mW.
Frames (512 � 796 pixels) were acquired using the software Scanbox
developed by Neurolabware.

EEG Recordings

EEG electrode signals were preamplified (model AD4177-4;
Analog Devices) at the head of the animal, fed into a four-channel
EEG amplifier (model 1700 differential AC amplifier; A-M Sys-
tems), filtered between 1.0 and 5 kHz, and digitized at 1 kHz
(NiDAQ; National Instruments) along with signals allowing syn-
chronization with visual stimuli, locomotion, and an eye tracking
system.

Audiovisual Stimuli

A gamma-corrected 40-cm diagonal liquid crystal display mon-
itor was placed 30 cm from the eye contralateral to the craniotomy
such that it covered the entire monocular visual field. Sounds were
produced by a speaker located immediately below the center of the
screen. Auditory- or visual-only stimuli, as well as audiovisual
stimuli, were presented alternatively in blocks of at least 30 trials.
Visual and auditory stimuli were generated in MATLAB (The
MathWorks) using the Psychtoolbox (Brainard 1997). At the be-
ginning of the recording session, the modality of the first block was
randomly selected between visual and auditory. Visual stimuli
consisted of the presentation of one of two vertical sinewave
gratings that drifted toward the right and were rotated clockwise by
45° and 135° (temporal frequency: 2 Hz, spatial frequency: 0.04
cycle/deg, contrast: 75%, duration: 3 s, intertrial interval: 3 s).
Auditory stimuli consisted of the presentation of one of two
sine-wave pure tones (10 kHz and 5 kHz, 78 dBA; duration: 3 s).
The background noise (room heat and air conditioning airflow,
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laser cooling fans, and spherical treadmill airflow) was 69 dBA.
Each audiovisual trial resulted from the random combination of
one of the two pure tones with one of the two drifting gratings (4
possibilities: 5-kHz tone � 45° drifting grating, 10-kHz tone � 45°
drifting grating, 5-kHz tone � 135° drifting grating, and 10-kHz
tone � 135° drifting grating; Fig. 1B). This design of random
pairings between two auditory and two visual stimuli was adopted
to minimize the possibility of unwanted learned associations be-
tween the visual and auditory stimuli. At the end of the imaging
session, we assessed the orientation tuning of the imaged neurons.
The orientation tuning block consisted of the presentation of a
series of drifting sine-wave gratings (12 orientations evenly spaced
by 30° and randomly permuted; Fig. 1D). The spatiotemporal
parameters of the orientation tuning stimuli were identical to those
for the visual-only, auditory-only, and audiovisual stimuli except
for their duration (temporal frequency: 2 Hz, spatial frequen-
cy: 0.04 cycle/deg, contrast: 75%, duration: 1.5 s, intertrial inter-
val: 3 s). This experimental design limits comparisons across orien-
tations for individual neurons but favors analyses at the population
level by making possible the gathering of a larger data set of unimodal
and audiovisual trials while still characterizing the orientation and
direction tuning of the imaged neurons. Because scanning was not
synced to the stimuli, a photodiode located at the top left corner of the
screen was used to detect the exact timing of the visual stimuli onset
and offset. The photodiode signal was acquired along with the
following signals: 1) a signal provided by the two-photon microscope,

which indicated the onset of each frame, and 2) two analog signals
encoding the orientation of the drifting grating and the frequency of
the auditory stimulus. These signals were digitized (NiDAQ) and
recorded with the software WinEDR (John Dempster, University of
Strathclyde). Imaging sessions started by recording 1,000 frames with
the green and red channels. The red channel was used to exclude
GABAergic neurons from analysis.

Data Analysis

All the analyses detailed below were performed using custom
MATLAB routines.

Imaging data preprocessing. Calcium imaging frames were re-
aligned offline to remove movement artifacts using the Scanbox
algorithm (Neurolabware). A region of interest (ROI) was determined
for each neuron using a semiautomatic segmentation routine. For
every frame, the fluorescence level was averaged across the pixel of
the ROI. Potential contamination of the soma fluorescence by the local
neuropil was removed by subtracting the mean fluorescence of a 2- to
5-�m ring surrounding the neuron’s ROI, excluding the soma of
neighboring neurons, and then adding the median value across time of
the subtracted background. We then computed the fractional fluores-
cence from the background subtracted fluorescence data. The frac-
tional fluorescence, defined as dF/F � (F � F0)/F0, was calculated
with F0 defined as the median of the raw fluorescence measured
during every intertrial interval. Trials were then sorted by stimulus.

Fig. 1. Responses of the primary visual cortex layer 2/3 neuronal population to drifting gratings in visual-only and audiovisual contexts. A: experimental setup.
B: stimuli of the unimodal block and audiovisual blocks. C: variation of the fractional fluorescence (dF/F) of the GCaMP6f signal of the same neuron during
the presentation of the test stimuli 45° (top) and 135° (bottom) in the unimodal (blue traces) and multimodal contexts (with 10-kHz tone: green traces; with 5-kHz
tone: red traces). Overlapped colored traces show 15 consecutive presentations of the same stimulus, and black traces are the median response. Small black arrows
indicate the mean across the duration of the stimulus (gray boxes; duration: 3 s) of the median response. D: tuning curves of the neuron presented in C, obtained
with a resampling-based Bayesian method. Overlapped traces around the polar plot are the single-trial responses of the neuron to the presentation of each of the
12 orientations. Preferred orientation: 123°; orientation selectivity index: 0.92; direction selectivity index: 0.62. E: plot of the response amplitude to the
presentation of the 45° test stimulus during “visual-only” blocks as a function of the angular distance between the orientation of the test stimulus and the neuron’s
preferred orientation (� orientation) for all excitatory neurons in the database (n � 2,376 neurons). Inset: distribution of the response amplitudes. Gaussian fit:
r2 � 0.99; one-tailed t-test with � � 0.05: 0.403 (activity threshold). F: plot of the response amplitude of active neurons to the presentation of a 135° drifting
grating as a function of the � orientation in the unimodal context. G: same representation as in F when a 10-kHz tone (left) or a 5-kHz tone (right) is presented
simultaneously with the 135° drifting grating. z-s, z score.
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The mean dF/F measured during a 1.5-s intertrial period immediately
preceding each visual stimulation was subtracted from the dF/F
measured during the trial. We then calculated the median across trials
for each time point of the stimulus presentation. The median was
preferred over the mean because the trial-to-trial variability of neu-
ronal activity makes the mean prone to follow outliers. We defined the
amplitude of the neuronal response as the mean of the median
response across the duration of the stimulus. To account for the
intertrial activity of the neurons and avoid the possibility that con-
stantly active neurons could be considered as responding neurons, the
response amplitude was expressed as a z score of the intertrial activity
by dividing the amplitude value expressed in dF/F by the standard
deviation of the dF/F measured after combining all the intertrial
intervals of the experiment.

Orientation tuning. For each trial, we computed the summed dF/F
measured during the 1.5-s presentation of the 12 different drifting
gratings used to construct the tuning curve (Fig. 1D). Using a
resampling-based Bayesian method on the summed dF/F of individual
trials (Cronin et al. 2010), we estimated the best orientation tuning
curve out of four models (constant, circular Gaussian 180, circular
Gaussian 360, and direction-selective circular Gaussian). The pre-
ferred orientation of the neuron was defined as the orientation for
which the value of the estimated tuning curve (TC) was at its
maximum. The orientation selectivity index was defined as
OSI � (TCPreferred � TCOrthogonal)/(TCPreferred � TCOrthogonal). The
direction selectivity index was calculated as DSI � (TCPreferred �
TCOpposite)/(TCPreferred � TCOpposite) (Niell and Stryker 2008). Neu-
rons best fitted by a constant fit were excluded from analysis because
they did not carry information on the orientation of the visual stimulus
presented.

Sound modulation. A sound modulation index (SMI) was used to
quantify the changes in V1 neuronal responses to pure tones in the
audiovisual condition. We computed SMI from the visually evoked
response measured in the visual-only and audiovisual contexts (RV

and RAV, respectively) using the following equation (Meijer et al.
2017):

SMI �
RAV � RV

�RAV� � �RV�
.

Values between 0 and 1 indicate a positive modulation or a potenti-
ation of V1 neuronal activity; values between 0 and �1 indicate a
negative modulation or suppression of activity. When RAV and RV are
positive, an SMI of 0.1 corresponds to a response increase of 22% in
the audiovisual context and an SMI of 0.2 corresponds to a response
increase of 50% in the audiovisual context. Conversely, SMIs of �0.1
and �0.2 correspond to a suppression of 18% and 33%, respectively.

Frequency Analysis

Power spectra were computed as the absolute value of the fast
Fourier transform signal (obtained using a Hanning window) divided
by N/(2 � 0.375) to satisfy Parseval’s Theorem (where N represents
the number of points of the electrocorticography signal segment).
Spectra were then normalized by applying a 1/f correction. For each
frequency band, the normalized power was calculated as the mean of
the power spectrum curve.

Statistics

Statistical significance was calculated using ANOVAs or Kruskal-
Wallis one-way ANOVAs on ranks in MATLAB. A normality test
(Shapiro-Wilk) was always performed before each test to assess the
normality of the sample. A pairwise multiple comparison was per-
formed using Tukey’s test (ANOVA) or Dunn-Sidak methods
(Kruskal-Wallis) with a significance threshold of P � 0.05. Circular

statistics were computed with the Circular Statistics Toolbox for
MATLAB (Berens 2009).

Bootstrapping. Bootstrapping (1,000 samples) was performed us-
ing MATLAB’s bootstrap sampling function (bootstrap), and two-
tailed confidence intervals at the � level 0.05 were defined as the 2.5
and 97.5 percentiles of the bootstrapped population. For each iteration
of the bootstrapping (n � 1,000 iterations), we computed the direction
of the circular mean vector from a resampled population of neurons
active in conditions with visual-only stimuli (Vonly) and audiovisual
stimuli at 10 (AV10kHz) and 5 kHz (AV5kHz). We then calculated the
difference between the results obtained for each of the three condi-
tions (direction AV10kHz � direction Vonly; direction AV5kHz �
direction Vonly; direction AV10kHz � direction AV5kHz). Finally, we
calculated the mean and 95% confidence interval (CI) from those
1,000 differences (AV10kHz � Vonly; AV5kHz � Vonly; AV10kHz �
AV5kHz). The difference between groups was considered significant if
the values of the CI boundaries were of same sign.

RESULTS

We imaged the activity of 3,355 neurons (22 recording
sessions in 14 animals) located in L2/3 of V1 using the
genetically encoded calcium sensor GCaMP6f (Chen et al.
2013). During recording sessions, mice were placed head-fixed
on a spherical treadmill in front of a speaker and a screen that
covered the visual field of the eye contralateral to the imaged
V1 (Fig. 1A). Calcium imaging was performed while the
presentation of unimodal (visual only) and bimodal (audiovi-
sual) blocks of 30 or more trials was alternated (Fig. 1B).
During unimodal and audiovisual blocks, visual stimuli con-
sisted of one of two orthogonal drifting gratings, hereafter
termed “test stimuli” (orientations: 45° or 135°, duration: 3 s,
temporal frequency: 2 Hz, spatial frequency: 0.04 cycle/deg,
contrast: 75%; Fig. 1B). Orientations were chosen orthogonal
to activate two very distinct neuronal populations in V1 with
minimal response overlap (Fig. 1C). During audiovisual
blocks, the test stimuli were paired with one of two pure tones
(low pitch: 5 kHz, or high pitch: 10 kHz; Fig. 1, B and C). At
the end of each recording session, we assessed the tuning for
orientation and direction of all the imaged neurons by present-
ing a series of drifting gratings of twelve evenly spaced
orientations (gratings of 6 distinct orientations traveling in 2
opposite directions; Fig. 1D). The orientations used to gen-
erate the tuning curves did not overlap with the orientations
of the test stimuli but had identical temporal frequency (2
Hz), spatial frequency (0.04 cycle/deg), and contrast (75%).
Hence, we were able to compare neuronal responses to the
presentation of the same visual stimulus in the absence or
presence of pure tones and relate any modulation of the
visually evoked activity to the neuron’s orientation tuning
properties (Fig. 1, C and D). Our experimental setup also
allowed us to distinguish excitatory from inhibitory neurons
by identifying GAD2-positive (GABAergic) neurons ex-
pressing the red fluorescent protein td-tomato. We found
that 807 of the 3,355 recorded neurons expressed td-tomato
(24% of the imaged neurons), matching earlier estimates of
the proportion of GABAergic neurons in the cerebral cortex
(Markram et al. 2004). Because interneurons account solely
for intracortical modulation of activity within V1 and do not
transfer information to the next stage of visual processing,
they were not included in the estimate of the representation
of orientation in V1. Similarly, we excluded neurons that
were not tuned for orientation (n � 172).
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First, we investigated how neurons imaged in V1 L2/3
responded to the presentation of the test stimulus as a function
of the angular distance (� orientation) between their preferred
orientation and the orientation of the test stimulus (Fig. 1E,
visual only, test stimulus orientation: 45°). The response am-
plitude of each neuron was defined as the mean, over the
duration of the stimulus, of the median response across trials
and was expressed in standard deviations of the neuron’s own
intertrial spontaneous activity. The presentation of the test
stimulus caused a negative response in most of the imaged
neurons (�0.119 � 0.005 z score; t-test: P � 0.001; Fig. 1E,
inset). A minute fraction of neurons displayed large, positive
responses to the presentation of the test stimulus (Fig. 1E; 1.5%
of cells with responses �2 z score). Because the distribution of
responses across the imaged population was fitted by a Gauss-
ian curve (r2 � 0.99; Fig. 1E, inset), we could determine an

activity threshold above which the response of a neuron was
significantly greater than the rest of the population (thresh-
old � 0.4; one-tailed test with � � 0.05; Fig. 1E, inset, vertical
dotted line). We focused the following analysis on neurons
with responses above this activity threshold (hereafter termed
“active neurons”). The populations of neurons active during
the presentation of one of the two test stimuli in the visual-only
(test stimulus: 135°; Fig. 1F) or the two audiovisual contexts
(135° test stimulus � 5- or 10-kHz tone; Fig. 1G) shared
similarities. In the three conditions (one unimodal and two
audiovisual), a nearly identical proportion of neurons had
responses that exceeded the activity threshold (visual-only
context: 5.85%, both audiovisual contexts: 5.68%; 	2 test: P �
0.85). However, the distribution of the orientations of active
neurons in the audiovisual context seemed more concentrated
around the orientation and direction of the test stimulus. There-

Fig. 2. Orientation of the population of primary visual cortex layer 2/3 neurons active in the visual-only and audiovisual contexts. A: polar histograms representing
the distribution (as a probability density function) of the preferred orientations of the active neurons in the visual-only (blue; left) and audiovisual contexts (green:
10-kHz tone, right; red: 5-kHz tone, middle). Inset: circular means of the 3 distributions (scale: 2-fold larger than the polar plots’ scale). B: plot of the mean
resultant length (in a.u., arbitrary units) and mean orientation of the 1,000 circular mean vectors obtained by bootstrapping the preferred orientations of the active
neurons during the visual-only (blue dots) and audiovisual contexts (green dots: 10-kHz tone; red dots: 5-kHz tone). Ovals indicate the probability density
functions at the level 0.05 computed from a 2-dimensional Gaussian fit. C: means and confidence intervals of the difference in orientation (	orientation; top),
mean resultant length (	vector length; middle), and concentration (	concentration; bottom) between the unimodal (Vonly) and audiovisual (AV5kHz and AV10kHz)
contexts. *P � 0.05, significant difference.
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fore, we sought to test the hypothesis that tones increase the
orientation selectivity of the V1 population response.

Representation of Orientation and Direction in the Unimodal
and Audiovisual Contexts

The distributions of preferred orientations in the unimodal
and audiovisual contexts (Fig. 2A) suggested a higher proba-

bility of recruiting neurons with preferred orientations close
(�30°) to the orientation of the test stimulus in the audio-
visual than in the unimodal context. Indeed, whereas the
circular means of the three distributions pointed similarly
toward the orientation of the test stimulus (Fig. 2A, inset),
the resultant vectors were longer in the audiovisual contexts,
again suggesting a higher specificity of orientation repre-
sentation in the presence of sounds. Using bootstrapping, we
determined whether the length and orientation of the circu-
lar mean vectors computed in the three conditions differed
statistically (Fig. 2B). We found that while having similar
orientations (Fig. 2C, top), the circular mean vectors were
significantly longer in the audiovisual contexts than in the
unimodal context (Fig. 2C, middle; P � 0.05). Moreover,
the concentration of the circular distribution (
 parameter of
the von Mises distribution for circular data) was signifi-
cantly greater in the audiovisual than in the unimodal
context (Fig. 2C, bottom; P � 0.05). This confirmed that
active neurons were better tuned to the orientation of the test
stimulus in the audiovisual than in the unimodal context. On
the other hand, we did not find such differences between the
mean vectors of the populations recruited by the two tones
(Fig. 2C).

Fig. 3. Sound modulation as a function of primary visual cortex layer 2/3
neurons’ orientation tuning. A: box plots (median and 25–75 percentile box)
and individual data points of the SMI of active neurons matching the orien-
tation of the test stimulus (left) or matching orthogonal orientations and
opposite directions to that of the test stimulus (middle and right, respectively).
Colored boxes indicate medians that significantly differ from 0 (2-sided sign
test with P � 0.05). *P � 2.0 � 10�5, Kruskal-Wallis test followed by
Dunn-Sidak multiple comparisons (Pmatching-ortho � 0.001, Pmatching-opposite �
0.0001, and Portho-opposite � 0.50). B: similar representation as in A when the

activity threshold was brought to 2.0 z score. *P � 1.0 � 10�4, Kruskal-Wallis
test followed by Dunn-Sidak multiple comparisons (Pmatching-ortho � 0.001,
Pmatching-opposite � 0.009, Portho-opposite � 0.81). C: example of a moderately
active (0.4 z � response � 2.0 z) matching neuron potentiated by sound
(top), a highly active (response � 2.0 z) orthogonal neuron suppressed by
sound (middle), and a highly active opposite neuron suppressed by sound
(bottom). Left, blue, green, and red traces show overlap of the fractional
fluorescence (dF/F) expressed in z score of the intertrial activity of 15
randomly selected trials in the visual-only, audiovisual with a 10-kHz tone,
and audiovisual with a 5-kHz tone contexts, respectively. Black traces are
the median response of all trials recorded in that context. Black arrows
indicate the mean across the duration of the stimulus (gray boxes; duration:
3 s) of the median response. Middle, a tuning curve of the neuron was
obtained using a resampling-based Bayesian method on the summed %dF/F
of individual trials over the duration of the stimulus (or auc, area under the
curve). Black circles are values of the summed %dF/F of individual trials,
and red circles are the medians. The angular distance (� orientation)
between the neuron’s preferred orientation and the orientation of the test
stimulus is indicated in bold type. Right, overlap of the calcium signal (in
%dF/F) of all the trials used to establish the tuning curve. The matching and
orthogonal neurons were recorded simultaneously. D: SMI of matching,
orthogonal, and opposite neurons inactive (response � 0.4 z; yellow box),
moderately active (0.4 z � response � 2.0 z; orange box), and highly active
(response � 2.0 z; brown box) during the presentation of the test stimulus in
the unimodal context. Whiskers extend to the most extreme data not considered
outliers. *P � 0.05, significant difference between groups (Kruskal-Wallis test
followed by a Dunn-Sidak multiple comparison). �P � 0.05, median signif-
icantly different from zero (two-sided sign test). DSI, direction selectivity
index; OSI, orientation selectivity index. RVonly and RAV, responses measured
in the visual-only and audiovisual contexts, respectively.
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Sound Modulation as a Function of the Neurons’
Orientation Preferences

Tones could enhance the resultant length of the circular
mean vector by potentiating the responses of V1 neurons with
preferred orientations near that of the test stimulus and/or
suppressing neurons with preferred orientations orthogonal or
opposite to that of the test stimulus. To test these possibilities,
we computed for each tone the SMI of every neuron whose
response amplitude for one of the two test stimuli (45° or 135°
visual cue orientation) was greater than the activity threshold in
at least one of the three contexts (Vonly, AV5kHz, and AV10kHz).
Neurons were separated into three groups: neurons tuned to the
orientation and direction of the test stimulus (matching neu-
rons: preferred orientation �30° from the test stimulus; n �
346), neurons tuned to orientations orthogonal to the test
stimulus (orthogonal neurons: preferred orientation ranging
between 30° and 150° from the test stimulus; n � 302), and
neurons tuned to the drifting grating’s orientation but opposite
direction (opposite neurons: preferred orientation �150° from
the test stimulus orientation; n � 156; Fig. 3, A and C). The
sound modulation of matching neurons was significantly
greater than that of opposite and orthogonal neurons (Fig. 3, A
and C; Kruskal-Wallis test: 	2 � 21.3, P � 2.4 � 10�5;
Dunn-Sidak post hoc comparison: Pmatching-ortho � 0.0015,
Pmatching-opposite � 0.0001, and Portho-opposite � 0.50). In the au-
diovisual context, the response of a majority (56.1%) of match-
ing neurons were enhanced (two-sided sign test: P � 0.03),
whereas a majority (64.7%) of opposite neurons were sup-
pressed (two-sided sign test: P � 0.0003).

Because the question of whether sound modulation in V1
follows the principle of inverse effectiveness (stating that
multisensory enhancement is most prominent when individual
unimodal inputs are weak; Gleiss and Kayser 2012; Serino et
al. 2007) was debated (Ibrahim et al. 2016; Meijer et al. 2017),
we repeated our analysis, instead focusing on the most highly
responsive neurons [i.e., with response amplitudes significantly
greater (�2 z score) than spontaneous activity in at least 50%
of the trials; Fig. 3B]. Here, too, sound modulation of visual
responses differed across the three groups of neurons (Kruskal-
Wallis test: 	2 � 17.9, P � 1.3 � 10�4). However, in this case,
matching neurons were not significantly modulated (two-sided
sign test: P � 0.30), whereas orthogonal and opposite neurons
were both strongly negatively modulated (two-sided sign test:
P � 0.03 for both groups; Fig. 3, B and C). To further
understand how sound modulation of visual responses depends
on the neuron’s response amplitude and preferred orientation,
we compared the SMI of matching neurons that were either
inactive (response � 0.4 z score), moderately active (0.4 �
response � 2.0 z score), or highly active (response � 2.0 z
score) when the test stimulus was presented in the unimodal
context (Fig. 3D). A majority (53.1%) of matching neurons
inactive in the unimodal context were potentiated by sound
(two-sided sign test: P � 0.03), whereas matching neurons
moderately active or highly active in the unimodal context
were either not modulated or suppressed (two-sided sign
test: P � 0.12 and two-sided sign test: P � 0.03, respec-
tively; Fig. 3D, left). Moderately active and highly active
orthogonal (Kruskal-Wallis test: 	2 � 14.9, P � 0.006;
Dunn-Sidak post hoc comparison: Pinactive-active � 0.06,
Pinactive-high � 0.003, Pactive-high � 0.47; Fig. 3C, middle)

and opposite neurons (Kruskal-Wallis test: 	2 � 39.8, P �
2.3 � 10�9; Dunn-Sidak post hoc comparison: Pinactive-active �1.3 �
10�6, Pinactive-high � 0.0002, Pactive-high � 0.68; Fig. 3C, right)
were similarly suppressed. Hence, our data showed that
sound suppressed the response of neurons tuned for orthog-
onal orientations or the opposite direction to the test stim-
ulus, and that the enhanced response in the audiovisual
context of neurons whose preferred orientation matched the
orientation of the test stimulus followed the principle of
inverse effectiveness.

Sound Modulation as a Function of the Orientation and
Direction Selectivity of V1 Neurons

We then investigated whether sound modulation was ex-
pressed differentially depending on the neurons’ orientation
selectivity (Fig. 4). We found a positive linear correlation
between sound modulation and the OSI in matching neurons
(Fig. 4A, left; P � 0.03). Sounds tended to enhance the
responses of matching neurons that had a high orientation
selectivity (OSI � 0.75; two-sided sign test: P � 0.001), but
not those of less selective neurons (OSI � 0.75; two-sided sign
test: P � 0.6). The relationship between OSI and sound
modulation was only seen in matching neurons (Fig. 4A), not
in orthogonal (P � 0.95; Fig. 4B) and opposite neurons (P �
0.90; Fig. 4C). Next, we tested whether the relation between
orientation selectivity and sound modulation in matching neu-
rons was expressed differentially depending on activity levels
(Fig. 4, D and E). We found that sound mostly enhanced the
response of matching neurons that were inactive and moder-
ately active in the visual-only context but were highly orien-
tation selective for the test stimulus orientation (OSI � 0.75;
two-sided sign tests: P � 0.001 P � 0.05, respectively).
Inactive matching neurons that were highly orientation se-
lective were significantly more potentiated than moderately
active and highly active neurons with similar orientation
tuning (Fig. 4D, left; Kruskal-Wallis test: 	2 � 35.4, P �
2.1 � 10�8; Dunn-Sidak post hoc comparison: Pinactive-active � 0.02,
Pinactive-high � 1.3 � 10�8, Pactive-high � 0.02). On the other
hand, sound significantly suppressed matching neurons that
were less orientation selective (OSI � 0.75) regardless of their
responsiveness (Fig. 4D, middle and right). Finally, the SMI of
inactive and active matching neurons highly orientation selec-
tive for the test stimulus orientation were significantly different
from the SMI of moderately selective and poorly selective
neurons (inactive neurons: Kruskal-Wallis test: 	2 � 40.9, P �
1.3 � 10�9; Dunn-Sidak post hoc comparison: Phigh OSI-moderate
OSI � 0.0001, Phigh OSI-low OSI � 0.0001, Pmoderate OSI-low
OSI � 0.21; active neurons: Kruskal-Wallis test: 	2 � 19.75,
P � 5.1 � 10�5; Dunn-Sidak post hoc comparison: Phigh
OSI-moderate OSI � 0.001, Phigh OSI-low OSI � 0.0006, Pmoderate
OSI-low OSI � 0.20), whereas the SMI of highly active matching
neurons was similar across OSI (Kruskal-Wallis test:
	2 � 4.17, P � 0.12; Fig. 4D).

Next, we examined whether sound modulation was ex-
pressed differentially depending on the neurons’ direction
selectivity (Fig. 5). No linear correlation between sound mod-
ulation and DSI was found for matching and orthogonal neu-
rons (P � 0.73 and P � 0.58, respectively; Fig. 5, A and B).
However, a negative correlation was found for opposite neu-
rons (linear fit: P � 0.015; Fig. 5C). We tested whether the
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relationship between direction selectivity and sound modula-
tion in opposite neurons was expressed differentially depend-
ing on the amplitude of the response measured in the unimodal
context (Fig. 5, D and E). We did not find significant differ-
ences between neurons moderately and highly active in the
unimodal context that were either poorly direction-selective
neurons (DSI � 0.25; Kruskal-Wallis test: 	2 � 15.2, P �
0.0005; Dunn-Sidak post hoc comparison: Pinactive-active �
0.01, Pinactive-high � 0.02, Pactive-high � 0.67; Fig. 5D, left) or

moderately direction-selective neurons (0.25 � DSI � 0.75;
Kruskal-Wallis test: 	2 � 27.1, P � 1.3 � 10�6; Dunn-Sidak
post hoc comparison: Pinactive-active � 0.0001, Pinactive-high � 0.01,
Pactive-high � 0.99).

Locomotion and Arousal are Similar in Visual-Only and
Audiovisual Contexts

Because locomotion and arousal were both previously found
to modulate the response of V1 neurons to visual stimuli
(McGinley et al. 2015; Niell and Stryker 2010; Polack et al.
2013; Vinck et al. 2015), we tested whether the simultaneous
presentation of a sound with the test stimulus triggered an
increase in locomotion or arousal that could explain our results.
For this, we performed another set of experiments involving
four-channel EEG recordings under the same stimulus condi-
tions (Fig. 6A) while monitoring the animal’s pupil size (used
to monitor arousal) and locomotor activity (n � 6 mice, 17

Fig. 4. Sound modulation as a function of primary visual cortex layer 2/3 neurons’ orientation selectivity. A: plot of the sound modulation index (SMI) of the
matching neurons as a function of their orientation selectivity indexes (OSI). Blue line is the linear fit, and shaded blue areas are confidence bounds of the linear
fit (linear fit: r2 � 0.01; F statistic vs. constant model: 4.8; P � 0.03). B: same representation as in A for neurons matching orientations orthogonal to the
orientation of the test stimulus (linear fit: r2 � 1 � 10�5; F statistic vs. constant model: 0.004; P � 0.95). C: same representation as in A for neurons matching
the direction opposite to that of the test stimulus (linear fit: r2 � 1 � 10�4; F statistic vs. constant model: 0.02; P � 0.90). D: SMI of matching neurons with
low (OSI � 0.25), moderate (0.25 � OSI � 0.75), and high orientation selectivity (OSI � 0.75). RVonly and RAV are responses measured in the visual-only and
audiovisual contexts, respectively. *P � 0.05, significant difference between groups (Kruskal-Wallis test followed by a Dunn-Sidak multiple comparison). �P �
0.05, median significantly different from zero (two-sided sign test). E: example of a highly orientation selective (OSI � 0.75) matching neuron potentiated by
sound (top), a moderately orientation selective (0.25 � OSI � 0.75) matching neuron suppressed by sound (middle), and a poorly orientation selective
(0.25 � OSI) matching neuron suppressed by sound (bottom). Left, blue, green, and red traces show overlap of the fractional fluorescence (dF/F) expressed
in z score of the intertrial activity of 15 randomly selected trials in the visual-only, audiovisual with a 10-kHz tone, and audiovisual with a 5-kHz tone
contexts, respectively. Black traces are the median response of all trials recorded in that context. Black arrows indicate the mean across the duration of
the stimulus (gray boxes; duration: 3 s) of the median response. Middle, a tuning curve of the neuron obtained using a resampling-based Bayesian method
on the summed %dF/F of individual trials over the duration of the stimulus (or auc, area under the curve). Black circles are values of the summed %dF/F
of individual trials, and red dots are the medians. The angular distance (� orientation) between the neuron preferred orientation and the orientation of the
test stimulus is indicated in bold type. Right, overlap of the calcium signal (in %dF/F) of all the trials used to establish the tuning curve. DSI, direction
selectivity index.
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recording sessions). The probability of locomotor activity did
not differ during unimodal and audiovisual blocks (Kruskal
Wallis test: 	2 � 0.4, P � 0.81; Fig. 6B). Similar results were
found for the imaging experiments presented above (Kruskal
Wallis test: 	2 � 0.8, P � 0.66). Moreover, we found that
although pupil size was larger during locomotion vs. no-
locomotion trials (two-way ANOVA; effect of locomotion:
F � 43.8, P � 4 � 10�9), there was no difference in pupil
diameter between the unimodal and bimodal contexts in either
stationary or locomotion trials (two-way ANOVA; effect of
stimulus modality: F � 0.95, P � 0.39; Fig. 6C). Consistent
with these results, gamma power did not differ between the two
contexts in V1 (two-way ANOVA; effect of stimulus modality:
F � 0.43, P � 0.60; Fig. 6D) and in the vicinity of the A1

(two-way ANOVA; effect of stimulus modality: F � 0.22, P �
0.80; Fig. 6E).

DISCUSSION

In this study, we investigated how pure tones modulate the
representation of orientation and direction by L2/3 neurons in
V1. We found that 1) sound modulation had a different out-
come on neurons whose preferred orientation matched the
orientation of the test stimulus (matching neurons) compared
with neurons matching orthogonal and opposite orientations/
direction, leading to a relative suppression of the activity of
orthogonal and opposite neurons. 2) Sound modulation partic-
ularly enhanced the response of matching neurons that were
highly orientation selective but presented weak responses in

Fig. 5. Sound modulation as a function of primary visual cortex layer 2/3 neurons’ direction selectivity. A: plot of the sound modulation index (SMI) as a function
of the neuron direction selectivity indexes (DSI) for neurons matching the test stimulus orientation. Blue line is the linear fit, and shaded blue areas are confidence
bounds of the linear fit (linear fit: r2 � 3 � 10�4; F statistic vs. constant model: 0.1; P � 0.73). B: same representation as in A for neurons matching orientations
orthogonal to that of the test stimulus (linear fit: r2 � 1 � 10�4; F statistic vs. constant model: 0.3; P � 0.58). C: same representation as in A for neurons matching
the direction opposite to that of the test stimulus (linear fit: r2 � 0.04; F statistic vs. constant model: 6.0; P � 0.015). D: SMI of opposite neurons with low (DSI �
0.25) and moderate direction selectivity (0.25� DSI � 0.75). Highly direction-selective neurons (DSI � 0.75) were not included because the count was too
low. RVonly and RAV are responses measured in the visual-only and audiovisual contexts, respectively. *P � 0.05, significant difference between groups
(Kruskal-Wallis test followed by a Dunn-Sidak multiple comparison). �P � 0.05, median significantly different from zero (two-sided sign test). E:
example of an opposite neuron with low direction selectivity (DSI � 0.25) suppressed by sound (top) and an opposite neuron with moderate direction
selectivity (0.25 � DSI � 0.75) suppressed by sound (bottom). Left, blue, green, and red traces show overlap of the fractional fluorescence (dF/F)
expressed in z score of the intertrial activity of 15 randomly selected trials in the visual-only, audiovisual with a 10-kHz tone, and audiovisual with a 5-kHz
tone contexts, respectively. Black traces are the median response of all trials recorded in that context. Black arrows indicate the mean across the duration
of the stimulus (gray boxes; duration: 3 s) of the median response. Middle, a tuning curve of the neuron was obtained using a resampling-based Bayesian
method on the summed %dF/F of individual trials over the duration of the stimulus (or auc, area under the curve). Black circles are values of the summed
%dF/F of individual trials, and red circles are the medians. The angular distance (� orientation) between the neuron preferred orientation and the
orientation of the test stimulus is indicated in bold type. Right, overlap of the calcium signal (in %dF/F) of all the trials used to establish the tuning curve.
OSI, orientation selectivity index.
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the unimodal context. 3) Sound modulation particularly sup-
pressed the responses of neurons matching to the orientation of
the test stimulus but preferring the opposite direction. 4) V1
L2/3 neurons recruited by the test stimulus in the audiovi-
sual context were better tuned to the orientation and direc-
tion of the stimulus, leading to a more concentrated distri-
bution of the preferred orientations of the responding neu-
rons around the orientation of the test stimulus. 5) Overall,
pure tones improved the representation of orientation and
direction of the stimulus in the V1 L2/3 neuronal popula-
tion. 6) The modulation of visually evoked responses in the
audiovisual context was not due to an increase in locomotion or
arousal, two behavioral factors known to improve the gain of
V1 neurons (McGinley et al. 2015; Niell and Stryker 2010;
Polack et al. 2013; Vinck et al. 2015).

Our findings provide several advances on the previous
studies that have so far documented sound modulation in V1
at the individual neuron level (Ibrahim et al. 2016; Iurilli et
al. 2012; Meijer et al. 2017). First, our finding of a signif-
icant difference between the sound modulation of matching
neurons and orthogonal neurons agrees with the report of
Ibrahim et al. (2016), which showed a sharpening of the
tuning curve of V1 neurons by sound. This finding was
debated, because Meijer et al. (2017) were unable to repro-
duce it. We also showed that sound modulation particularly
enhanced the visual response of matching neurons highly
selective for the orientation of the test stimulus but respond-
ing weakly, following the principle of inverse effectiveness,
which states that multisensory enhancement is most prom-
inent when individual unimodal inputs are weak (Gleiss and
Kayser 2012; Meredith and Stein 1983, 1986; Serino et al.
2007). Simultaneously, matching neurons that were less
selective and/or more active showed no modulation or were
suppressed by sound. Altogether, our findings suggest that
the mechanisms responsible for the enhanced response of
matching neurons saturate for higher firing rates, which
could explain why the sharpening of the neurons’ tuning
curve, in the audiovisual context, was shown by previous
reports to be more prominent at low contrasts (Ibrahim et al.
2016). On the other hand, the suppression of the response of
orthogonal and opposite neurons was more ubiquitous
across response amplitudes and tuning characteristics,
which might explain why pioneer studies using whole cell
recordings reported that sound systematically hyperpolar-
ized V1 L2/3 neurons (Iurilli et al. 2012). Second, contrarily
to previous studies that used stimuli recruiting large neuro-
nal populations in the A1, such as broadband noise, white
noise, or frequency-modulated tones (Ibrahim et al. 2016;
Iurilli et al. 2012; Meijer et al. 2017), we used pure tones
(sine waves) likely to activate distinct subpopulations of A1
neurons (Guo et al. 2012), and therefore possibly distinct
bundles of A1-to-V1 cortico-cortical projections. We chose
two frequencies that activate A1 neuronal populations of
different sizes (because 10 kHz is more represented in A1
than 5 kHz; Guo et al. 2012). Our intent was to test the
robustness of tone modulation as well as to detect possible
changes in the strength of the effect that would correlate
with the size of A1 population activated by the auditory
stimulus. We found that simple tones are sufficient to induce
sound modulation in V1, yet both tones had a similar impact
on the representation of orientation in V1. The relatively

Fig. 6. Brain states during visual presentation in the visual and audiovisual
contexts. A: example of a 4-channel EEG recording (top traces) of the motor
cortex (Motor Cx), primary auditory cortex (A1), primary visual cortex
ipsilateral (V1 ipsi.), and primary visual cortex contralateral (V1 contra.) made
in a head-fixed mouse placed on a spherical treadmill. Recordings were
performed while blocks of visual and audiovisual cues were presented (bottom
trace) and pupil size and locomotion were monitored (orange and red traces).
B: box plots of the probability of locomotion during visual-only, auditory-only,
and audiovisual cues (Kruskal-Wallis test: P � 0.81; n � 17 recording sessions
in 6 animals). C: plots of pupil area [means � SE (black) and individual data
points (orange); n � 17 recording sessions in 6 animals] as a function of the
stimulus modality (visual only, auditory only, or audiovisual) and the presence
or absence of locomotion. Two-way ANOVA; effect of locomotion: F � 43.8,
*P � 4 � 10�9; effect of stimulus modality: F � 0.95, P � 0.39; interaction:
P � 0.8. D: plots of the power of the gamma band (FFT, fast Fourier
transform) measured in the contralateral V1 to the visual stimulus as a function
of the stimulus modality and the presence or absence of locomotion. Two-way
ANOVA on normal scores (Van der Waerden normalization); effect of loco-
motion: F � 11.1, *P � 0.001; effect of stimulus modality: F � 0.43, P �
0.60; interaction: P � 0.97. E: same representation as in D for A1. Two-way
ANOVA on normal scores (Van der Waerden normalization); effect of loco-
motion: F � 4.7, *P � 0.03; effect of stimulus modality: F � 0.22, P � 0.80;
interaction: P � 0.96.
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high background noise of our recording setup, by reducing
the amplitude of the response of A1 neurons to pure tones
(Liang et al. 2014), might lead us to underestimate sound
modulation carried by A1 projections in V1. Further exper-
iments will be necessary to determine if the signal sent by
A1 to V1 carries information on the frequency and strength
of the auditory stimulus. Finally, our study shows for the
first time that sound modulation improves the representation
of the stimulus direction in the audiovisual context by
suppressing the response of neurons matching to the orien-
tation of the test stimulus but preferring the other direction.
This suppression of the null direction likely results from
modulation of the intracortical inhibition that was shown to
control direction selectivity of V1 L2/3 neurons by sup-
pressing responses to the null direction of motion (Wilson et
al. 2018). Sound suppression of the null direction could also
explain why no sound modulation was found for neurons
matching to the orientation of the test stimulus when the
direction of the test stimulus was not taken into account
(Meijer et al. 2017).

Several cellular and network mechanisms have already been
proposed to underpin sound modulation in V1. The absence of
sound modulation in L4 of V1 (Ibrahim et al. 2016) suggests
that sound modulation originates in V1 L2/3. Moreover, direct
excitatory projections from the deep layers of the primary
auditory cortex, shown to predominantly innervate L1 inhibi-
tory neurons in V1 and, to a lesser extent, L2/3 excitatory and
inhibitory (VIP and somatostatin) neurons (Ibrahim et al.
2016), were proposed to be the anatomical substrate conveying
sound modulation to V1. L1 interneurons, which are orienta-
tion tuned and project to both V1 L2/3 excitatory and inhibi-
tory neurons (Ibrahim et al. 2016; Xu and Callaway 2009),
were shown to be potentiated by sound (Ibrahim et al. 2016).
However, another study proposed that direct A1-to-V1 projec-
tions activate a subpopulation of infragranular V1 neurons
(L5), which in turn could mediate the inactivation of supra-
granular neurons (L2/3), likely through local interneurons
(Iurilli et al. 2012). Further experiments are required to deter-
mine if the sound-induced enhanced response of matching
neurons is due to a disinhibition or a direct excitation from A1
neurons. Regardless of its origin, the depolarization induced by
sound in V1 neurons is likely to have the largest impact in
highly orientation selective neurons for which responses to the
matching unimodal visual stimulus remain mostly subthresh-
old. Indeed, because the action potential threshold transforms
small fluctuations in membrane potential into large fluctuations
in firing rate (Carandini 2004), a small depolarization induced
by sound is likely to improve dramatically the probability and
amplitude of the responses to the matching visual stimulus in
these neurons.

One of the main goals of this study was to determine if the
representation of the visual stimulus by the V1 L2/3 neuro-
nal population was significantly modified in the audiovisual
context. The neuronal representation of a sensory stimulus is
the information provided by neurons activated during the
presentation of the stimulus that can be potentially extracted
by computations performed at later stages of cerebral pro-
cessing (deCharms and Zador 2000). We limited the infor-
mation carried by V1 neurons to their preferred orientation
and did not take into account the amplitude of the response
for the following reasons. First, a V1 neuron’s preferred

orientation is stable across contrasts (Alitto and Usrey 2004)
and temporal frequency (Moore et al. 2005) and is only
slightly affected by spatial frequency (Ayzenshtat et al.
2016). On the other hand, the amplitude of a neuron’s
response depends not only on its orientation tuning but also
on its contrast, spatial frequency, and temporal frequency
tuning and on brain state. Therefore, a given firing rate can
be obtained in a same neuron by different combinations of
orientation, contrast, and spatial frequency, limiting decod-
ing strategies by using the orientation tuning curve of the
neuron as an estimation of the uncertainty about the stimu-
lus orientation (Ma et al. 2006).

The functional role of cross-modal modulation at such an
early stage of cortical sensory processing remains poorly un-
derstood. It is possible that interactions between primary sen-
sory cortices are crucial to improve the detection (Gleiss and
Kayser 2014; Lippert et al. 2007; Odgaard et al. 2004) and
discrimination thresholds (Vroomen and de Gelder 2000) as
well as to decrease the reaction times (Gielen et al. 1983;
Hershenson 1962; Posner et al. 1976) during object perception
tasks in multimodal contexts. Moreover, we found that the
representation of orientation provided by the neuronal popula-
tion of V1 in the audiovisual context is more concentrated
around the orientation of the test stimulus. This more compact
representation could potentially reduce the uncertainty on the
orientation of the stimulus and therefore improve angular
discrimination (i.e., a better capacity for discriminating be-
tween stimuli having smaller angular difference). Altogether,
our results suggest that sound modulation improves the signal
to noise of the representation of orientation and direction in the
primary visual cortex. These results are compatible with the
hypothesis that early stage cross-modal interactions enhance
the salience and weight of the sensory signals provided by
sensory cortices to higher order multisensory cortices in order
to improve the performance of multisensory integration (Bizley
et al. 2016).
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